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Abstract

This paper investigates new cooperative communication strategies based on Low-Density Parity-Check codes (LDPC) with
Joint Source-Channel (JSC) coding and decoding algorithms to efficiently deliver a correlated content to a destination node. The
proposed strategies rely on double LDPC codes where the source and the channel coding are similar to standard LDPC operations,
and can be mapped on Tanner graphs for message-passing decoding. Three coding strategies are proposed where different LDPC
source and channel coding setups are applied at the source node and the relay node. For each transmission strategy, we propose
a graph mapping the whole network, over which iterative message-passing decoding is applied, and where the probability of
errors in the source-relay link are taken into account. We showed, based on computer simulations, that the proposed strategies
can provide substantial improvements compared to equivalent rates point-to-point systems. Simulation results also showed that the
system performance depends on the relay position, and that adapting the source and the relay channel coding rates accordingly
can enhance the overall system performance for a time-varying network.

Keywords: Source Channel Coding Strategies, Joint Source Channel coding/decoding, LDPC codes, cooperative communi-
cation.

I. INTRODUCTION

For point-to-point digital communication systems, Shannon’s separation theorem [1] states that reliable communication can
be achieved while still retaining the system performance by separate source and channel coding. The separation theorem was
demonstrated under the assumption of infinite information block lengths over stationary channels with arbitrary low error
probability. However, with such idealized assumptions, it is typically difficult to implement the separation design for practical
communication systems with complexity, delay, energy and bandwidth constraints.

Because of these practical limitations, Joint Source and Channel Coding (JSCC) designs were proposed a good alternative
for reliable communication over noisy channels [2]–[4]. In several new decision-making communication systems, like Wireless
Multimedia Sensor Networks (WMSN) [5] or Multimedia Internet of Things (MIoT) [6], the design goal changed and residual
error rates are tolerated as long as the decision is reliable and the system is of low complexity and especially consuming
low energy. During many years, authors considered entropy encoding techniques for the source coding part, followed by a
Joint Source Channel (JSC) decoding process in order to exploit the remaining source redundancy after compression [7], [8].
In this framework, Variable Length Codes (VLC) and Arithmetic Codes (AC) were used since they allow to reduce the data
redundancy and to approach the source entropy [9]–[11]. Unfortunately, VLC and AC are very sensitive to errors induced by the
channel noise, which leads to error propagation, and to a higher source error rates. In addition, the entropy-approaching source
codes are generally impractical, because they require the knowledge of the probability of each symbol, which increases the
requirements of memory and complexity, especially when the symbols are chosen from an alphabet having a large cardinality.
Other works, targeting wireless sensor networks applications, omitted source compression to reduce the encoder complexity
and energy consumption. JSC decoding methods were proposed to exploit the source correlation at the receiver [12]. However,
under hard bandwidth consumption constraints, transmitting uncompressed data is not reasonable. Based on the success of
Low-Density Parity-Check codes (LDPC) as capacity approaching channel codes, Fresia et al. proposed [3] a JSC encoding
scheme based on LDPC codes. The structure of the encoder is composed by a source LDPC code that compresses the data
source, followed by a channel LDPC code that aims to provide a good transmission reliability. At the receiver, the double
LDPC system, represented by a unique Tanner graph, allows iterative joint decoding based on the standard Belief Propagation
(BP) algorithm. The double LDPC code can be a very good solution for the above mentioned WMSNs and MIoT applications



because of its simplicity and low latency. Indeed, good performance improvements can be achieved compared to classical JSC
solutions [3] when low error floors are tolerated even at high Signal-to-noise ratio (SNR).

On the other hand, relaying in wireless cooperative communication has attracted a lot of interest in recent years, since
it affords diversity gain, increases the channel capacity, and lowers the power cost required to enhance the performance of
the communication system. A simple cooperative system is composed of a single source, one destination, and one (or many)
relay(s), where the relay helps the source node by forwarding new combinations of the source message to the destination. The
relay can perform different operations, such as Amplify-and-forward (AF) [13], Decode-and-Forward (DF) [14], Compress-
and-Forward (CF) [15]. Among these different approaches, many DF relaying strategies were implemented using distributed
Turbo Codes or LDPC codes. In [14], a distributed Turbo Code was proposed, under the assumption of having a reliable
link between the source and the relay. In [16], authors extended the study to show that the use of Turbo Codes improves the
performance of the cooperative networks, even when the source-relay link is not perfect. Moreover, authors in [17] investigated
distributed protograph LDPC codes for the relay system to improve error correction capacity. Motivated by the benefits of
LDPC codes [18], authors in [19] and [20] designed new LDPC-based communication strategies for the half-duplex relay
channel. Also, authors in [21] designed the root-protograph (RP) LDPC codes for ergodic and non-ergodic block fading (BF)
channels exploiting the modified protograph EXIT (PEXIT) algorithms. In [22], authors provide a comprehensive overview of
the full diversity maximum-distance separable RP codes, based on code design through BF channels. In [23], authors considered
LDPC codes with iterative decoding on block-fading relay channels, where two users communicate their own information using
Coded Cooperation (CC). Furthermore, an optimization method of irregular LDPC codes for the half duplex relay channels
using the DF strategy was proposed in [24], based on Density Evolution (DE). A relay selection algorithm combined with joint
network coding was proposed in [25] to improve the performance of a Two-Way Relay Network (TWRC) based on differential
chaos shift keying (DCSK). The above mentioned Turbo and LDPC cooperative communication solutions were designed under
the assumption of a non correlated source, which is not always the case especially for multimedia communications. For
such applications, many authors investigated the cooperative communication system design, involving source coding with the
target to exploit the network spatial correlation and the data inherent temporal correlation. In [26], a distributed JSCC scheme
was proposed to transmit Markov sources, exploiting the temporal correlation based on a modified Bahl-Cocke-Jelinek-Raviv
(BCJR) algorithm and the spatial correlation of the relay system. Also, new source and channel coding cooperative schemes
were proposed in [27]. The proposed solutions allow to exploit the correlation between sensor nodes and the wireless Additive
White Gaussian Noise (AWGN) channel to facilitate the communication between different network components. Moreover, an
iterative decoding algorithm that uses the correlation between the source and the relay nodes was proposed in [28] based on an
accumulator-assisted distributed Turbo Code. Even efficient, we note that all the above mentioned contributions are not using
source compression, which induces high bandwidth and high energy-consuming transmission.

In this paper, we investigate the transmission of correlated sources through noisy channels with the help of a relay, based on
the JSCC double LDPC codes. In this context, the main question we want to address is how to distribute the source compression
and the channel coding operations between the source and the relay nodes. To answer this question, we propose three different
Source Channel Coding Strategies (SCCSs). We show that each coding/communication strategy can be mapped on a specific
Tanner graph with a corresponding message-passing decoding algorithm that aims at exploiting both the residual redundancy
of the source and the network correlation to estimate the original information. The main contributions of this paper are: 1) We
propose different SCCSs with distributed source compression and channel coding operations based on JSCC LDPC applied
to a cooperative setup. 2) We designed a joint decoding process for each proposed strategy, based on modified BP iterative
algorithms and taking into account the case where errors occur in the source-relay link. 3) We evaluate the performance of
each SCCS with different relay positions and for different error-probabilities between the source and the relay nodes. This
analysis allows to select the best strategy depending on the source, the channel, and the relaying conditions.

The remainder of this article is organized as follows. In Section II, we present the background of this work, and we define
the treated problem with the corresponding notations. The proposed iterative JSC decoding methods and strategies are detailed
in Section III. Simulation results and discussions are depicted in Section IV. Finally, conclusions are given in Section V.

II. CONTEXT AND PROBLEM STATEMENT

A. LDPC codes for JSC coding and decoding

The standard LDPC JSCC scheme uses two concatenated LDPC codes respectively employed for source compression and
the channel coding. The receiver performs joint decoding of the source and the channel LDPC codes [2], [3] using the Belief
Propagation (BP) algorithm. The JSCC structure is described in more details as follows.

The LDPC source compression operation aims at reducing the redundancy of the original source using fixed-to-fixed length
coding. All the compressed bit-streams have the same length, which is useful for the JSC decoding as it avoids catastrophic



affection of the decoded source information after residual transmission errors. We consider a data source and a (l × n) parity
check matrix of the source code Hsc. Applying this parity check matrix for encoding, we can compress the source as

b = Hsc × s, (1)

where s is a vector indicating the n-source symbols length and b is the compressed sequence with l < n bits.
The LDPC channel coding operation is used to combat the channel imperfections by adding redundancy to the source

compressed as:
c = GT

cc × b = GT
cc ×Hsc × s, (2)

where c is the m-bits codeword, and Gcc is the (l×m) generator matrix. We define the Rsc= l
n as the source coding rate, and

Rcc= l
m as the channel coding rate. The overall rate of the system is R= n

m .
The LDPC-based JSC message-passing decoding is performed on a Tanner graph with the BP algorithm by exchanging

extrinsic log-likelihood ratios (LLRs) between the source and the channel LDPC decoders. In general, the Tanner graph of
the channel code, as well as of the source code are described by two sets of nodes: the variable nodes and the check nodes
representing respectively the columns and the rows of their parity check matrices.

The JSCC LDPC flexibility and performance motivated many recent works [29]–[35]. In [29], authors considered double
photograph-based JSCC LDPC codes for radiography image transmission, and provided channel SNR (Signal-to-Noise Ratio)
improvements. In another context, a coding and decoding scheme based on Joint Source-Channel-Network (JSCN) LDPC
coding was proposed in [31] for the Multiple Access Relay Channel (MARC), and demonstrated good BER performance
improvements. The state-of the art of the applications enabled by protograph LDPC codes are studied in [32] including joint
channel-and-physical-layer network coding. Many recent works, motivated by the fact that the JSCC LDPC codes distortion
and correction levels are related to the code construction, provided optimized protograph construction for both the channel
and the source LDPC codes to lower the decoding error floor [33], [34]. In a very recent work [35], authors proposed a joint
coding scheme for transmitting images based on DP-LDPC especially designed for for IoT applications. To further enhance the
system reliability authors proposed an improved rate allocation strategy based on different combinations of optimized LDPC
code pairs.

B. Problem statement

As aforementioned, we study a cooperative communication setup composed of one source, single relay, and one destination
with two transmission phases, where the source node communicates its own correlated data to a destination with the help
of a relay. Besides, we focus on JSC coding and decoding solutions based on LDPC codes for cooperating nodes. Indeed,
our objective is to determine how to better apply the JSCC LDPC codes in a cooperative system, depending on source and
channel coding. Hence, we propose three Source Channel Coding Strategies (SCCS1, SCCS2, SCCS3) for source and channel
coding in a cooperative system, with the purpose to study how to distribute the source compression and the channel coding
operations between the source and the relay nodes. For the proposed SCCSs, we consider the transmission of binary Markov
sources and keep the same overall transmission rate for a fair comparison. In general, a Markov source (St) is modeled by
two transition probabilities: α = Pr(St = 1|St−1 = 0) and β = Pr(St = 0|St−1 = 1). The binary entropy is denoted by
h(x) = −x log2(x) − (1 − x) log2(1 − x). The entropy of the Markov source is calculated as H(S) = µ0h(α) + µ1h(β),
where µ0 = 1 - µ1 = β

β+α is the bit 0 stationary probability distribution. In addition, for each SCCS, we recall that the wireless
source-relay link is supposed to be noisy, and the reconstructed sequence x̂ at the relay node can be an erroneous version of x
corrupted with a bit error probability pe. Therefore, the corresponding joint decoder should take into consideration this error
probability to estimate the sequence sent by the source node. This can be done by applying an updating function fc based on
the appropriate LLRs of x̂ and the error probability pe. The function fc is defined as follows [26]

LLR(x) = log

(
exp(LLR(x̂))(1− pe) + pe
(1− pe) + exp(LLR(x̂))pe

)
(3)

= fc(LLR(x̂), pe) (4)

In the next Section, we describe the three possible encoding strategies (SCCSs) with their corresponding decoding methods,
based on the iterative message-passing algorithm, and the LLRs updating applied to the network factor graph.

C. Notations

In the following, we introduce the notations used in this article:
• Vcc and Vsc are, respectively, the sets of variable nodes of the LDPC channel decoder graph and the LDPC source decoder

graph.
• Ccc and Csc are, respectively, the sets of check nodes of the LDPC channel decoder graph and the LDPC source decoder

graph.
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Fig. 1: The SCCS1 for the cooperative system and the corresponding Joint Tanner graph decoder, exploiting source-relay
correlation.

• Vsystcc and Vredcc are the sets of variable nodes corresponding, respectively to the systematic bits and to the parity bits of
the LDPC channel decoder graph.

• mcc
i,j and msc

i,j are respectively the messages sent from the node i ∈ {v,c} to the node j ∈ {c,v} of the LDPC channel
decoder graph and the LDPC source decoder graph, where v and c denote the variable and check nodes, respectively.

• Zscv and Zccv are, respectively the initial intrinsic channel LLRs of the variable nodes of the LDPC source decoder graph
and the LDPC channel decoder graph.

• Zscc denote the initial channel LLRs of the check nodes of the LDPC source decoder graph.
In the proposed decoding algorithms, we also consider information transfer between the graphs of the network component
codes. The messages transferred from a graph i ∈ {sc,cc} to a graph j ∈ {cc,sc} are denoted mi→j

v .

III. LDPC SOURCE CHANNEL CODING STRATEGIES FOR COOPERATIVE COMMUNICATION

A. SCC Strategy 1 (SCCS1)

In the proposed SCC Strategy 1, the JSCC LDPC compression and error protection operations are distributed at the source
and the relay nodes respectively. There are two transmission phases. In the first phase, as shown in Fig. 1 (a), the source
generates correlated data s with n symbols. The latter is compressed by an LDPC source encoder as specified by the equation
(1). The compressed sequence b is transmitted to both the relay node and the destination node.

In the second phase, the relay extracts the compressed sequence, by applying hard binary decision. The obtained sequence
b̂ is then encoded by an LDPC channel code as

c = GT
cc × b̂ (5)

where the codeword c is modulated and transmitted to the destination over an AWGN channel. After receiving the signals
from the source and the relay, the destination retrieves the original information using joint-based LDPC decoder. The overall
rate of the proposed system is R = n

(l+m) , where Rsc = l
n is the compression rate and Rcc = l

m is the channel coding rate.
At the receiver, we propose a joint decoder that uses message transfer based on the standard BP algorithm applied on a two

concatenated Tanner graphs representing the coding system shown in Fig. 1 (b). In this decoder, the LLRs sent from v ∈ Vsc
to c ∈ Csc are

msc
v,c = Zscv +

∑
c′ 6=c

msc
c′,v (6)

Since we consider symmetric Markov source (µ0=µ1), the initial LLRs are set to Zscv = 0. Then, for all v ∈ Vsystcc , the messages
passed to check nodes c are evaluated as

mcc
v,c = Zccv + fc(m

sc→cc
v , pe) +

∑
c′ 6=c

mcc
c′,v (7)

The initial channel LLRs are Zccv = 2rv
σ2
RD

, where σ2
RD is the R-D channel noise variance, and rv = (1 − 2cv) + nv with nv

is a random channel noise sample. msc→cc
v represents the messages delivered by the check nodes of the source graph decoder

to the variable nodes of the channel graph decoder. Also, assuming a noisy link between the source and the relay nodes,
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Fig. 2: The SCCS2 for the cooperative system and the corresponding decoding graph, exploiting source-relay correlation.

we remind that the signal b̂ is corrupted with an error probability pe. Hence, the joint Tanner graph estimates this signal by
applying the fc function previously indicated according to equations (3) and (4). Then, for v ∈ Vsystcc , we have

mcc→sc
v = Zccv +

∑
c′

mcc
c′,v (8)

where mcc→sc
v are the messages passed from the v nodes of the channel Tanner graph to the c nodes of the source Tanner

graph. For v ∈ Vredcc , the messages transfer from the v nodes to the c nodes are

mcc
v,c = Zccv +

∑
c′ 6=c

mcc
c′,v (9)

We note that messages are initialized by mcc
c′,v = 0, msc→cc

v = 0, and msc
c′,v = 0.

For the same iteration, every the check node c responds with its LLRs to a connected variable node v. For c ∈ Csc, we have
the following messages

msc
c,v = 2 tanh−1

(
tanh(

Zscc
2

)
∏
v′ 6=v

tanh(
msc
v′,c

2
)× tanh(

fc(m
cc→sc
v , pe)

2
)

)
(10)

where Zscc = 2rc
σ2
SD

represent the noisy version of the sequence b, with the received sample rc = (1 − 2bc) + nc, and σ2
SD is

the source-destination channel noise variance. In addition

msc→cc
v = 2 tanh−1

(
tanh(

Zscc
2

)
∏
v′

tanh(
msc
v′,c

2
)

)
(11)

For c ∈ Ccc, each check node c sends to every connected v node a message defined by:

mcc
c,v = 2 tanh−1(

∏
v′ 6=v

tanh(
mcc
v′,c

2
)) (12)

After a given number of iterations of the described messages transfer of the joint decoder, we can estimate the original
information for v ∈ Vsc, based on

LLR(s) = Zscv +
∑
c

msc
c,v (13)

B. SCC Strategy 2 (SCCS2)

In reverse to SCC Strategy 1, we propose as a second strategy, to use an LDPC channel code at the source node, in order
to improve the reliability of the source-relay link, and an LDPC source code that operates at the relay node. As depicted in
Fig. 2 (a), in the first transmission period of the SCC Strategy 2, the Markov source generates correlated information s, which
is encoded by an LDPC channel code using (n×m) generator matrix Gcc:



c = GT
cc × s (14)

Then, the encoded sequence c of length m is transmitted to both the relay and the destination nodes. During the second period,
the relay decodes the received message c to obtain ŝ with the ((m− n)×m) parity check matrix Hcc, since applying channel
decoding provides better performance than the hard binary decision at the relay node. After that, the sequence ŝ is compressed
by an LDPC source encoder to obtain a compressed data, denoted b and calculated as

b = Hsc × ŝ (15)

The sequence b of length l is modulated by BPSK (Binary-Phase Shift Keying), and then forwarded to the destination. At the
receiver, we propose a joint decoding process to retrieve the source data. We keep the same overall rate of the system as SCC
Strategy 1, where Rcc = n

m and Rsc = l
n . For SCC Strategy 2, the JSC decoding based on LDPC codes can be represented by

two Tanner graphs as shown in Fig. 2 (b). First, the variable nodes v of the LDPC channel decoder inform the check nodes c
about their LLRs, and the variable nodes v of the LDPC source decoder send the messages to the corresponding check nodes
c. For v ∈ Vsystcc , the LLRs are

mcc
v,c = Zccv +

∑
c′ 6=c

mcc
c′,v + fc(m

sc→cc
v , pe) (16)

where

msc→cc
v = Zscv +

∑
c′

msc
c′,v (17)

are the messages passed from the variable nodes of the source Tanner graph to the variable nodes of the channel Tanner graph.
Initial source and channel LLRs are evaluated as Zccv = 2rv

σ2
SD

and Zscv = 0. Then, for v ∈ Vsc, we have

msc
v,c = Zscv +

∑
c′ 6=c

msc
c′,v + fc(m

cc→sc
v , pe) (18)

therefore,

mcc→sc
v = Zccv +

∑
c′

mcc
c′,v (19)

represents the messages transferred from the variable nodes v of the channel decoder to the variable nodes of the source
decoder. As previously described, and for v ∈ Vsc, the source-relay link can be noisy, and the sequence c decoded by the relay
node to obtain ŝ is damaged by errors with a bit error probability pe. Indeed, to recover the signal s, the proposed decoder
applies the LLRs-based updating function fc according to equations (3) and (4) described above.

Thereafter, the messages for the v ∈ Vredcc are given by

mcc
v,c = Zccv +

∑
c′ 6=c

mcc
c′,v (20)

We notice that the messages mcc
c′,v and msc

c′,v are initially set to zero.
Second, the messages between the check nodes c and the variable nodes v for c ∈ Ccc are given by

mcc
c,v = 2 tanh−1

(∏
v′ 6=v

tanh(
mcc
v′,c

2
)

)
(21)

while for c ∈ Csc, the messages are:

msc
c,v = 2 tanh−1

(
tanh(

Zscc
2

)
∏
v′ 6=v

tanh(
msc
v′,c

2
)

)
(22)

where Zscc = 2rc
σ2
RD

are the initial channel LLRs corresponds to noisy vector b received by the destination node from the relay.
After a given number of iterations of the described joint decoder, the source symbols are estimated by

LLR(s) = Zscv +
∑
c

msc
c,v (23)
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C. SCC Strategy 3 (SCCS3)

The main idea of the SCC Strategy 3 is to generalize the first proposed SCC Strategy 1 by making the source-relay link
more reliable, using an LDPC source encoder followed by a first LDPC channel code at the source node, as shown in Fig. 3
(a). At the relay node, we apply a second LDPC channel code. During the first phase, at the source node, we use a double
LDPC code for JSC coding. The first code compresses the data of the Markov source s using equation (1) to obtain a sequence
b. Then, we protect this compressed sequence with an LDPC channel encoder according to

c = GT
cc1 × b (24)

to obtain an encoded sequence c with m1 bits length. Gcc1 is the generator matrix of the first LDPC channel code. This
encoded sequence is forwarded to both the relay and the receiver nodes. At the second phase, the relay node performs an
LDPC channel decoding on the recovered sequence to estimate b̂. In addition, the decoded sequence is encoded by another
LDPC channel code as

d = GT
cc2 × b̂ (25)

to generate the signal d of m2 bits, which is transmitted to the destination over AWGN channel by means of BPSK modulation.
Gcc2 is the generator matrix of the second LDPC channel code.

At the receiver, a joint decoder is applied by exchanging messages between variable and check nodes of the elementary
decoders. This joint decoder can be described by three Tanner graphs, as shown in Fig. 3 (b) (we keep the same notations as
in the previous sections). First, we describe the messages of the full joint Tanner graph decoder between the v nodes and the
c nodes. For v ∈ Vsc, each v node informs about its LLR to the connected c node as

msc
v,c = Zscv +

∑
c′ 6=c

msc
c′,v (26)

For v ∈ Vsystcc1 , on the side of the first LDPC channel decoder (channel Tanner graph 1), we have

mcc1
v,c = Zcc1v +

∑
c′ 6=c

mcc1
c′,v + fc(m

cc2→cc1
v , pe) +msc→cc1

v (27)

where Zcc1v = 2rv
σ2
SD

represents noisy version of the codeword c, mcc2→cc1
v represents the LLRs between the variable nodes

from the second channel decoder graph to the first channel decoder graph, and msc→cc1
v are the LLRs sent by the check nodes

of the source decoder graph to the variable nodes of the channel decoder graph 1. Also, for v ∈ Vsystcc1 , the messages passed
from the variable node v of the channel decoder graph 1 to the check node c of the source decoder graph are given by:

mcc1→sc
v = Zcc1v +

∑
c′

mcc1
c′,v (28)



As mentioned above, the source-relay link is assumed to be noisy with an error probability pe. The relay node observes a
corrupted version of the codeword c which has been decoded to obtain b̂. The aim of the joint decoder is to compute b based
on LLR(b̂) using fc function for v ∈ Vsystcc1 . Then, for v ∈ Vredcc1 , we have

mcc1
v,c = Zcc1v +

∑
c′ 6=c

mcc1
c′,v (29)

For the second channel decoder (channel Tanner graph 2), the messages between variable and check nodes are described as
follows. For v ∈ Vsystcc2 ,

mcc2
v,c = Zcc2v +

∑
c′ 6=c

mcc2
c′,v + fc(m

cc1→cc2
v , pe) (30)

where mcc1→cc2
v are the messages passed between the variable nodes from the channel decoder 1 to the channel decoder 2.

After that, for v ∈ Vredcc2 ,
mcc2
v,c = Zcc2v +

∑
c′ 6=c

mcc2
c′,v (31)

with Zcc2v = 2rv
σ2
RD

the initial channel LLR of the noisy encoded vector d. We note that the messages are initially set to
mcc1
c′,v = 0, msc

c′,v = 0, msc→cc1
v = 0, and mcc2

c′,v = 0.
Second, we describe the messages between the check nodes c and the variable nodes v, which are given by the following

expressions. For c ∈ Csc, we have,

msc
c,v = 2 tanh−1

(∏
v′ 6=v

tanh(
msc
v′,c

2
)× tanh(

mcc1→sc
v

2
)

)
(32)

and
msc→cc1
v = 2 tanh−1

(∏
v′

tanh(
msc
v′,c

2
)

)
(33)

Furthermore, for c ∈ Ccc1 , the messages are described as

mcc1
c,v = 2 tanh−1

(∏
v′ 6=v

tanh(
mcc1
v′,c

2
)

)
(34)

For the second channel decoder, the LLRs between the check and the variable nodes for c ∈ Ccc2 are given by

mcc2
c,v = 2 tanh−1

(∏
v′ 6=v

tanh(
mcc2
v′,c

2
)

)
(35)

After a fixed number of iterations of the decoder, the information sequence ŝ is estimated based on LLR(s) such as

LLR(s) = Zscv +
∑
c

msc
c,v (36)

IV. SIMULATION RESULTS

In this section, we study the performance of the three proposed strategies with an equivalent overall rate. The source
correlated data are modeled with a two-states Markov process, having the transition probabilities α = β = 0.07. Hence, the
source entropy rate is H(S) = 0.3659. We investigate the performance of the SCCSs even with errors in the source-relay link,
and with three relay-position scenarios (Scenario A, Scenario B, Scenario C) as described in Fig. 4. we also notice that this
work consider only regular LDPC codes for the source and the channel encoders. In the considered scenario, the relay node R
can be located closer to the destination node D (scenario A) or to the source node S (scenario B), or the three nodes maintain
the same distance with each other (scenario C). We define by GRD = ( dSD

dRD
)n the geometric gain s of the link between the

nodes R and D, with respect to the source-destination link distance, where dSD and dRD denote the distance from the source
S to D and from the relay node R to D, respectively. The path-loss exponent n is assumed to be equal to 3.52 [36]. We note
that the geometric gain of the source-destination link is normalized to 1. The SNRs of each scenario can be computed as the
following

1) In scenario A, the SNRs of the relay-destination and the source-relay links are, SNRRD = SNRSD + 21.19 dB
(GRD = ( dSD

dRD
)n = ( d

d/4 )
3.52 = 21.19 dB) and SNRSR = SNRSD + 4.4 dB (GSR = (dSD

dSR
)n = ( d

3d/4 )
3.52 = 4.4 dB).

2) In scenario B, we have SNRRD = SNRSD + 4.4 dB (GRD = ( dSD

dRD
)n = ( d

3d/4 )
3.52 = 4.4 dB), and SNRSR =

SNRSD + 21.19 dB (GSR = (dSD

dSR
)n = ( d

d/4 )
3.52 = 21.19 dB).

3) Scenario C supposes that the SNR of the source-destination link is equal to the source-relay and the relay-destination
links, where SNRRD = SNRSD = SNRSR.



Fig. 4: Three different positions scenarios of the cooperative communication system. S, R and D denotes respectively source,
relay, and destination.
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Fig. 5: BER performance for equivalent rates LDPC channel coding and SCC Strategy 1 with scenario A and different pe at
the relay node, where Rsc =1/2 and Rcc = 1/4.

A. Performance analysis of the SCC Strategy 1 (SCCS1)

1) SCC Strategy 1 using JSCC LDPC codes and a noisy source-relay link: In this section, we study the SCC Strategy
1 performance with regular LDPC source and LDPC channel codes distributed between the source and the relay nodes,
respectively. We compare the performance of the proposed relay system with different positions of the relay node (Scenario
A, Scenario B), and with noisy source-relay link, to an equivalent rate standard LDPC channel code.

The first regular LDPC code compresses the information source of n = 1800 bits with a compression rate Rsc = 1
2 , and

degrees defined by (dv = 3, dc = 6). The second code protects the compressed data with a channel coding rate Rcc = 1
4

and constant degrees (3, 4), which means an overall rate of R = 2
5 . For the reference LDPC channel code, we consider a

regular code with an equivalent rate Rc = 2
5 . At the joint decoder, we apply 100 iterations of the iterative algorithm presented

previously. In Fig. 5 and Fig. 6, we plot the BER as a function of the SNRSD for scenario A and scenario B, respectively.
First, we can see that the performance of the SCC Strategy 1 with scenario A where the relay node is closer to the destination
than the source node, is better than the LDPC channel coding in the waterfall region with different error probabilities pe. We
provide an improvement of about 2.6 dB with the error-free case for a BER equal to 10−2.

Through scenario A and scenario B, we can see that with the same error probability pe =0.01 at the relay node, we almost
keep the same performance. Moreover, we can remark that with pe =0.1, the SCC Strategy 1 remains robust against observation
errors occurred at the relay, due to the updating function fc which takes into account such errors in the source-relay link.
Indeed, with pe =0.1, we just loose 0.76 dB for a BER =10−2 with scenario B. We note that with high error probabilities as
pe=0.3 and pe=0.5, the performance of the SCC Strategy 1 in both scenario A and B is damaged in the waterfall as in the error
floor regions, since the fc function will almost disable any information transfer between the component decoders. The use of
the LDPC channel coding at the source node could improve the reliability of the source-relay link, which will be considered
in the following SCCS2.
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Fig. 6: BER performance for equivalent rates LDPC channel coding and SCC Strategy 1 with scenario B and different pe,
where Rsc =1/2 and Rcc=1/4.
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Fig. 7: Performance comparison of three relay positions, taken into account to pe between the S-R link for the proposed
Source Channel Coding Strategy 1 (SCCS1) where Rsc = 1/2 and Rcc= 1/4.

2) BER performance comparison of the proposed SCC Strategy 1 with three relay locations: We indicate that the source-
relay link is corrupted by an error probability pe, which depends on SNRSR. To analyze and compare the system performance,
Fig. 7 presents the BER performance of three relay positions where the error probability pe is taken into consideration by
computing the SNRSR for each scenario.

In this case, we remark that the performance of the SCC Strategy 1 is better in the waterfall region with scenario B, where
the relay node is closer to the source node than the destination, than the two other scenarios (A and C). We obtain a gain of
about 3 dB for a BER= 10−3 with respect to scenario A, and a gain of about 6 dB compared to scenario C for a BER= 2.10−3.
In the error floor region, we keep the same values around 10−4, because the three scenarios have the same compression rate
Rsc =

1
2 , and the same source characteristics.

B. Performance analysis of the SCC Strategy 2 (SCCS2)

In this paragraph, we study the performance of the SCC Strategy 2 with distributed JSCC LDPC regular codes, where the
LDPC channel coding is done at the source node, and the LDPC compression operation is done at the relay node, with two
relay locations (scenario A and scenario B). The proposed system is also compared to an equivalent rate, standard LDPC
channel code. We consider Rcc = 1

2 and Rsc = 1
2 with (3, 6) degrees, which gives an overall transmission rate of 2

5 .
We plot the BER performance as a function of SNRSD for both scenario A and scenario B in Fig. 8. First, we notice that

a slight improvement in terms of BER system performance in scenario A compared to scenario B is obtained. In addition, we
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Fig. 8: BER performance for equivalent rates LDPC channel coding and SCC Strategy 2 with scenario A and scenario B and
pe = 0.5 at the relay node, where Rsc=1/2 and Rcc = 1/2.
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Fig. 9: BER performance for equivalent rates LDPC channel coding and SCC Strategy 3 with scenario B and different pe,
where Rsc=1/2, Rcc1=1/2 and Rcc2=1/3.

do not observe any error floor. Second, in the case of noisy source-relay link with error probability pe = 0.5, we observe a
slight performance degradation of about 0.3 dB for a BER equal to 10−2 with scenario A. However, we remark that the LDPC
channel code setup that takes into account the information sent by the source and the relay nodes, resulting an equivalent rate
Rc = 2

5 , is better in terms of BER than the SCCS2 with a gain of about 1 dB in different scenarios of the relay position.
Therefore, the idea of applying an LDPC source code at the relay node for the second SCCS2 is not reliable.

We conclude that the use of an LDPC source coding operation at the relay node for a cooperative network provides no
significant improvements for the system performance. Indeed, allocating more bits derived from the relay to the source by
reducing the channel coding rate applied at the source will be more efficient.

C. Performance analysis of the SCC Strategy 3 (SCCS3)

1) SCCS3 using JSCC LDPC codes and a noisy source-relay link: For the proposed SCC Strategy 3, we assume the use
of a regular double source-channel LDPC code at the source node, while at the relay node, we apply another LDPC channel
code. First, we analyze the performance of the SCC Strategy 3 with scenario B, where the relay is closer to the source than
the destination, and we assume that the wireless link between the source and the relay is noisy.

In Fig. 9, we show the BER as a function of SNRSD for scenario B. The SCC Strategy 3 consists of three regular LDPC
codes with rates Rsc = 1

2 , Rcc1 = 1
2 and Rcc2 = 1

3 (for the latter the degrees are defined by (2, 3)) for the source, the channel
coding 1 and the channel coding 2, respectively. The overall rate is 2

5 . As in the previous sections, the reference LDPC channel
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Fig. 10: Performance comparison of three relay positions, taken into account to pe between the source-relay link for SCC
Strategy 3, where Rsc=1/2, Rcc1=1/2 and Rcc2=1/3.

code keeps the same equivalent rate of 2
5 . We observe that the performance of the SCC Strategy 3 with scenario B is better

than the LDPC channel code in the waterfall region. We obtain a gain of about 4 dB for a BER= 2.10−2 with pe= 0.00. Then,
in the case of a noisy source-relay link with different pe, we notice that for relatively low error probabilities such as pe= 0.01,
we keep almost the same performance as the case of error-free source-relay link.

In the same figure, we provide the asymptotic analysis of the BP algorithm for the used regular LDPC codes, using the
mutual information measure based on EXIT charts over AWGN channel. The proposed decoder for SCCS3 is composed of
three LDPC decoders, that exchange extrinsic messages between the variables and the check nodes in each Tanner graph, to
estimate the source information based on the source variable nodes LLRs defined in eq. (36). We denote by xsci the extrinsic
information at the output of the variable nodes of the LDPC source decoder, and ysci the a priori information at the input of the
variable nodes of the LDPC source decoder. xcc1i , xcc2i are, respectively, the extrinsic information at the output of the variable
nodes of the LDPC channel decoder 1 and the LDPC channel decoder 2. ycc1i , ycc2i are, respectively, the a priori information
at the input of the variable nodes of the LDPC channel decoder 1 and the LDPC channel decoder 2. Also, we denote V , and
U , the variable-to-check LLRs messages and the check-to-variable LLRs messages [2], [37]. xsci LLRs are given by

xsci = Zsci + (dv − 1)× ysci (37)

where ysci =J−1(I(X;U)), and I(X;U) is the mutual information between the received sequence X and U previously defined.
J(L) is defined by

J(L) = I(X;L) = 1−E[log2(1 + e−L)] (38)

So, the EXIT charts functions of the variable nodes of the source decoder are evaluated by

xsc = I(X;V ) = I(X;U0, U1, . . . , Udv−1) (39)
= J(J−1(Zscv ) + (dv − 1)J−1(ysc)) (40)

where xsc is the average extrinsic information at the output of the variable nodes of the LDPC source decoder. Zscv is the
average of Zsci , and ysc = I(X;U) = I(X;V1, . . . , Vdc−1) is the average a priori information at the input of the variable
node of the LDPC source decoder. We estimate the source bits, after a given number of iterations, by computing the BER,
based on the LLRs output by the variable nodes of the source decoder. We finally calculate the bit-error probability as,
Pe = [µ0Q(xµ0

sc ) + (1− µ0)Q(x
(1−µ0)
sc )], where Q(.) is the Gaussian tail function.

2) Performance comparison of the three relay locations for SCC Strategy 3: In this subsection, we keep the same SCC
Strategy 3 presented above. As previously shown, we compute the SNRSR between source-relay link, and we deduce the
corresponding pe. Thus, in Fig. 10, we compare the performance of the three scenarios of the relay position. We can distinguish
that the performance of the SCCS3 with scenario A where the relay node is closer to the destination than the source node is
better than the scenario B and scenario C. We observe a gain of about 0.85 dB for a BER=10−3 with the appearance of an
error floor for SNR= -5.25 dB compared to scenario B, and a gain equal to 3 dB for a BER = 10−3 compared to scenario C.



TABLE I: Different configurations depends on the source code rate Rsc, and the channel code rates Rcc1 and Rcc2 for SCC
Strategy 3 (SCCS3)

Configurations
Source coding

rate, Rsc

Channel coding
rate 1, Rcc1

Channel coding
rate 2, Rcc2

Conf 1 1/2 2/7 2/3
Conf 2 1/2 1/3 1/2
Conf 3 1/2 1/2 1/3
Conf 4 1/2 3/4 3/11
Conf 5 5/18 1/6 1/3
Conf 6 1/3 2/9 1/3
Conf 7 5/9 1/2 2/5
Conf 8 5/18 1/3 1/6
Conf 9 1/3 1/3 2/9

According to the performance of the SCC Strategy 1 and the SCC Strategy 2 previously analyzed, with and without errors
in the wireless link between the source and relay nodes, and with different location scenarios of the relay, we can remark that
the performance of the SCC Strategy 3 in both waterfall and error floor regions is the best than the others proposed relay
systems (SCCS1 and SCCS2). However, the system performance still depends on the source and channel codes rates.

3) Effect of the channel coding rates for the SCC Strategy 3 with scenario A and scenario B: The idea behind this study is
to show the effect of the LDPC channel coding rate 1, Rcc1 , and the LDPC channel coding rate 2, Rcc2 on the SCC Strategy
3 results.

We propose to study four configurations (Conf 1, Conf 2, Conf 3, and Conf 4) with the same overall transmission rate of
2/5 and with the same compression rate, Rsc = 1/2 as shown in Table. I. We note that simulations take into account the error
probability pe occurring in the source-relay link.

Fig. 11 shows the BER performance as a function of SNRSD for the four proposed configurations with scenario A. We
observe that the first configuration improves the waterfall region of the system in terms of BER with a lower protection capacity,
Rcc1 = 2

7 at the source node, and Rcc2 = 2
3 at the relay node, providing an improvement of about 0.5 dB compared to the

second configuration for a BER =10−3. However, the second configuration protects less at the source node with Rcc1 = 1
3 ,

while Rcc2 = 1
2 at the relay node, and shows a performance degradation in the waterfall region. Also, we observe that the

configuration 4 protects less the data at the source node than the first and the second configurations with Rcc1 = 3
4 , which

induces a loss in the BER performance. Indeed, we loose 0.8 dB for a BER =10−4 compared to the third configuration.
Moreover, we notice the same error floor for the four configurations, which is justified by the use of the same compression
rate.

In Fig. 12, we propose to use the same configurations (Conf 1, Conf 2, Conf 3, and Conf 4) but, in the case of scenario B,
where the relay is assumed to be closer to the source than the destination. We can see that the fourth configuration improves
the waterfall region performance compared to the others, which makes more protection at the relay node with Rcc2 = 3

11 .
Although, the third configuration protects less at the relay node with Rcc2 = 1

3 , thus decreases of the performance in the
waterfall region with a gain equal to 0.3 dB for a BER= 10−3. Compared to the other configurations, the performance of the
first one is the worst with Rcc2 = 2

3 at the relay node.
We conclude that the waterfall region depends mainly on the channel coding rate 1 (Rcc1 ) for the SCCS3 with scenario A,

since the relay is closer to the D than the S, and using lower correction capacity at the source node, involves improvement
in the waterfall region. Besides, in the case of scenario B, the waterfall region depends on the channel coding rate 2 (Rcc2 ),
since the relay is closer to the S than the D, with a lower channel code rate at the relay node.

4) Effect of the source coding rates for the SCC Strategy 3 with scenario A: In this paragraph, we study the effect of the
source coding rates on the SCC Strategy 3. As shown in Table. I, we propose different configurations (Conf 5, Conf 6, Conf 7)
with the same overall rate, and we take lower correction capacity at the source node, with Rcc1 , according to the conclusion of
the previous section, since we study the case of scenario A. We note that the error probability pe in the wireless source-relay
link is always taken into account in simulations. In Fig. 13, we can see that the fifth configuration making more compression
(Rsc = 5

18 ), provides an error floor at almost SNRSD= -6 dB. However, the sixth configuration that compresses less with
Rsc = 1

3 , generates a lower reduced error floor. Configuration 7, which compresses less, induces an even lower error floor
with a BER= 10−5.

5) Effect of the source coding rates for the SCC Strategy 3 with scenario B: We keep the same idea to study the effect the
source coding rate, and we focus on the behavior of the SCC Strategy 3 with scenario B (Conf 7, Conf 8, Conf 9). We observe
in Fig. 14 that the configuration 8 that compresses more (Rsc = 5

18 ) and protects more the data at the relay node (Rcc2 = 1
6 )

than the two other codes, provides the best performance for the waterfall region at a cost of higher error floors. Indeed, an
error floor appears at SNRSD=-5.5 dB and an improvement in terms of BER in the waterfall region is observed compared to
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Fig. 11: BER performance of the SCC Strategy 3 with scenario A and different channel coding rates.

SNR
SD

 (dB)

-7 -6 -5 -4 -3 -2 -1

B
E

R

10-5

10-4

10-3

10-2

10-1

Conf 4: R
sc

= 1/2, R
cc1

= 3/4,R
cc2

= 3/11

Conf 3: R
sc

= 1/2, R
cc1

= 1/2,R
cc2

= 1/3

Conf 2: R
sc

= 1/2, R
cc1

= 1/3,R
cc2

= 1/2

Conf 1: R
sc

= 1/2, R
cc1

= 2/7,R
cc2

= 2/3

Fig. 12: BER performance of the SCC Strategy 3 with scenario B and different channel coding rates.
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Fig. 13: BER performance of the SCC Strategy 3 (SCCS3) with scenario A and different source coding rates.
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Fig. 14: BER performance of the SCCS3 with scenario B and different source coding rates.

the others configurations. Nevertheless, the seventh configuration compresses less (Rsc = 5
9 ), which induces lower error floor

with a BER=10−5.
Through Fig. 13 and Fig. 14 for scenario A and scenario B, respectively, we conclude that the error floor region depends

on the compression rates and the use of lower compression rates achieves higher error floor with a higher SNRs. The waterfall
performance mainly depends on the relay position setup and the channel coding rates allocation.

V. CONCLUSIONS

In this paper, we presented three Source Channel Coding Strategies (SCCSs) for cooperative networks with distributed source
and channel coding operations based on JSCC LDPC codes. In the first SCC Strategy 1, we distributed the source and the
channel coding operations between the source and the relay nodes, respectively. On the opposite, in the second SCC Strategy
2, we proposed an LDPC channel coding at the source node and an LDPC source coding at the relay node. For the SCC
Strategy 3, the proposed system model is composed of a JSCC LDPC code applied at the source node and an LDPC channel
coding operation applied at the relay node. Then, we developed for each corresponding SCCS an iterative joint decoder based
on a modified BP algorithm that takes into consideration the source-relay possible error probabilities. We studied the SCCSs
performance with different relay location scenarios, when the source-relay link is noisy and we compared the performance to
an LDPC channel code with an equivalent rate. We conclude that the performance of the relay system depends on the coding
strategy and the relay position, but also on the rate allocation. Therefore, the optimization of the rate allocation as a function
of SNR will be considered as the future work.
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[2] M. Fresia, F. Pérez-Cruz, and H. V. Poor, “Optimized concatenated LDPC codes for joint source-channel coding,” IEEE International Symposium

Information Theory, (ISIT), pp. 2131—2135, Jun. 2009.
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